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Abstract

Early diagnosis is crucial to slowing the progression of Alzheimer’s disease
(AD), so it is urgent to find an effective diagnostic method for AD. This study
intended to investigate whether the transfer learning approach of deep
Q-network (DQN) could effectively distinguish AD patients using local metrics
of resting-state functional magnetic resonance imaging (rs-fMRI) as features.
This study included 1310 subjects from the Consortium for Reliability and
Reproducibility (CoRR) and 50 subjects from the Alzheimer’s Disease Neuro-
imaging Initiative (ADNI) GO/2. The amplitude of low-frequency fluctuation
(ALFF), fractional ALFF (fALFF) and percent amplitude of fluctuation
(PerAF) were extracted as features using the Power 264 atlas. Based on gender
bias in AD, we searched for transferable similar parts between the CoRR fea-
ture matrix and the ADNI feature matrix, resulting in the CoRR similar feature
matrix served as the source domain and the ADNI similar feature matrix
served as the target domain. A DQN classifier was pre-trained in the source
domain and transferred to the target domain. Finally, the transferred DQN
classifier was used to classify AD and healthy controls (HC). A permutation
test was performed. The DQN transfer learning achieved a classification accu-
racy of 86.66% (p < 0.01), recall of 83.33% and precision of 83.33%. The find-
ings suggested that the transfer learning approach using DQN could be an

Abbreviations: AD, Alzheimer’s disease; ADNI, Alzheimer’s Disease Neuroimaging Initiative; ALFF, amplitude of low-frequency fluctuation; AUC,
area under the receiver operating characterization curve; CNN, convolutional neural networks; CoRR, Consortium for Reliability and Reproducibility;
DNN, deep neural networks; DQN, deep Q-network; EMD, Earth mover’s distance; fALFF, fractional amplitude of low-frequency fluctuation; GNB,
Gaussian naive Bayes; GNN, graph neural networks; HC, healthy controls; LR, logistic regression; LSTM, long short-term memory networks; PerAF,
percent amplitude of fluctuation; ROC, receiver operating characterization; ROIs, regions of interest; SVM, support vector machine.
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1 | INTRODUCTION

Alzheimer’s disease (AD) is a progressive neurodegenera-
tive disorder characterized by impaired memory, diffi-
culty learning and thinking, and uncontrolled behaviour,
placing a heavy burden on families and caregivers (Bondi
et al., 2017). However, the etiological factors of AD are
complex, and the diagnosis is challenging (Breijyeh &
Karaman, 2020). In clinical practice, there is an urgent
need to discover effective methods for diagnosing AD.

Existing research has confirmed brain dysfunction in
AD patients by using resting state functional magnetic
resonance imaging (rs-fMRI) (Bi et al., 2019, 2020; Li
et al., 2017). Based on the objective neuromarkers
detected by rs-fMRI, studies attempted to combine rs-
fMRI with machine learning algorithms to achieve accu-
rate diagnosis of AD. For example, scholars applied sup-
port vector machine (SVM) to classify AD patients based
on brain functional connectivity features, of which the
total accuracy rate reached 81.22% (Zhao et al., 2019).
Convolutional neural networks (CNN) and long short-
term memory networks (LSTM) were also used for AD
classification, achieving an accuracy rate of 91.43% (Noh
et al., 2023). Another study used local graph neural net-
works (GNN) to obtain local biomarkers and then used
global GNN to learn the relationship between subjects
and local biomarkers, achieving an accuracy of 82.09%
for AD classification (Zhang et al., 2022). However, most
fMRI studies face the limitation of small sample sizes,
which brings issues of overfitting and weak generaliza-
tion in machine learning studies (Bi et al.,, 2018; Li
et al., 2022; Yosinski et al., 2014).

Transfer learning is a machine learning method that
concentrates on knowledge transfer between domains.
The classifier of transfer learning is pre-trained on a
large-scale dataset in the source domain and then fine-
tuned on a small-scale dataset in the target domain,
resulting in higher accuracy and addressing overfitting
and weak generalization issues in small-scale data
(Yosinski et al., 2014). Transfer learning has been suc-
cessfully applied in distinguishing obsessive—compulsive
disorder (Kalmady et al., 2021), attention-deficit/
hyperactivity disorder (Meng et al., 2022) and autism
(Gao et al., 2021). For example, researchers utilized brain

effective way to distinguish AD from HC. It also revealed the potential value
of local brain activity in AD clinical diagnosis.

Alzheimer’s disease, deep Q-network, local metrics, reinforcement learning, resting-state

connectivity of AD patients as features and employed
graph CNN for transfer learning to identify AD. This
approach achieved a classification accuracy of 89.4% (Li
et al., 2021). In a study on diagnosing patients with mild
cognitive impairment (MCI), which is associated with an
increased risk of developing AD, transfer learning has
achieved an accuracy rate of 82.4% (Li et al., 2019). From
the brain connectivity or network perspective, the effec-
tiveness of transfer learning in AD classification has been
revealed. However, whether the local brain activity of AD
patients can serve as a feature for transfer learning
remains to be explored.

To characterize local spontaneous neural brain activ-
ity, several rs-fMRI methods have been proposed. The
amplitude of low-frequency fluctuation (ALFF) is a reli-
able indicator for detecting the intensity of spontaneous
activity in the brain (Yu-Feng et al., 2007). Based on
ALFF, the fractional ALFF (fALFF) is obtained by the
ratio of low-frequency power spectrum to the power
across the entire frequency range, which provides a more
sensitive and specific measure for detecting spontaneous
brain activity (Zou et al., 2008). And the percent ampli-
tude of fluctuation (PerAF) is a scale-independent
method that is not influenced by the scale of the original
signal, which shows higher reliability (Jia et al., 2020).
The combination of the three metrics could comprehen-
sively explore the brain activity characteristics of AD at
single voxel level.

Overall, there are few studies using rs-fMRI for AD
transfer learning, and few scholars who directly utilize
local metrics for transfer learning. Therefore, this study
proposed a transfer learning method based on the trans-
fer deep Q-network (DQN), which utilized local abnor-
malities of AD patients as features and employed a DQN
for model parameter transfer learning.

2 | MATERIALS AND METHODS

2.1 | Participants

The source domain samples for this study came from Con-
sortium for Reliability and Reproducibility (CoRR). There
are 33 datasets in total, of which 32 datasets are available
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for download. Prior to the data collection, all researchers
confirmed that it was collected with the approval of local
ethics committee or institutional review board and that
the data were shared through CoRR. The 32 downloadable
datasets consist of 19 data sites, which were divided into
36 groups based on time points and slice quantities. Sub-
jects were divided into two groups according to gender,
with 653 male and 657 female subjects. Inclusion criteria
included (1) subjects with corresponding T1 images;
(2) images with good normalization effect; (3) subjects
without excessive head movements (translations or rota-
tions should be less than 3 mm or 3°); and (4) exclusion of
non-right-handed subjects. Diagnostic information, ethical
statements, and scanning information for all scanners are
available at  https://fcon_1000.projects.nitrc.org/indi/
CoRR/html/samples.html. The target domain samples for
this experiment were obtained from ADNI GO/2 and
included all baseline AD and healthy control (HC) rs-
fMRI data. Subjects were divided into two groups, AD and
HC. Twenty-five subjects were included in the AD data, of
which six AD subjects were from Apoe3 and 19 AD sub-
jects were from Apoe4. Twenty-five subjects were included
in the HC data, of which 17 HC subjects were from Apoe3
and eight HC subjects were from Apoe4. Criteria for inclu-
sion included (1) subjects with corresponding T1 images;
(2) images with good normalization effect; (2) subjects
without large head movements (translations or rotation
less than 3 mm or 3°); (3) exclusion of non-right-handed
subjects; and (4) by matching the age and gender with the
AD group, 25 HC subjects were selected as the control
group. Diagnostic information about the scanner and
information about the scan can be found at https://adni.
loni.usc.edu/. The status of the included CORR and ADNI
data was shown in Table 1.

2.2 | Resting-state fMRI data
preprocessing

The same preprocessing steps are applied for CoRR
and ADNI data. The software packages used for data

TABLE 1 Demographics and clinical characteristics of all subjects.

preprocessing were RESTplus V1.25 (Jia et al., 2019)
and the Statistical Parameter Mapping tool (SPM12)
based on MATLAB 2017b platform. The specific pre-
processing steps were (1) removal of the first 10 time
points; (2) slice-timing correction; (3) head-motion cor-
rection; (4) spatial normalization and resampling into
voxels of 3 x 3 x 3 size; (5) spatial smoothing with a
half-height full-width (FWHM) of [6 6 6]; (6) removal
of the linear drift in the time course; (7) nuisance
covariate regression based on the Frison-24 parameters
(Friston et al., 1996); and (8) for PerAF calculation,
bandpass filtering was performed with a frequency
range of 0.01-0.08 Hz.

2.3 | Indicator calculation and feature
extraction

Rs-fMRI data of CoRR and ADNI datasets were pro-
cessed in the same way. ALFF, fALFF and PerAF met-
rics were calculated using RESTplus V1.25. The
calculation process of ALFF was as follows: The fast
Fourier transform (FFT), first of all, was applied to the
pre-processed data, which transformed the rs-fMRI sig-
nal from time domain to frequency domain, thus
obtaining the power spectrum. In the range of 0.01-
0.08 Hz, the square root at each frequency was
obtained, and the square root was averaged to obtain
ALFF. The ALFF calculation process includes bandpass
filter (0.01-0.08 Hz). Thus, for ALFF calculation, filter
was not conducted during preprocessing (Yu-Feng
et al.,, 2007). The calculation process of fALFF was as
follows: First, the time series of each voxel was trans-
formed into the frequency domain. Then, the square
root was calculated for each frequency in the power
spectrum. To obtain fALFF, the sum of amplitudes in
the frequency range of 0.01-0.08 Hz was divided by
the sum of amplitudes across the entire frequency
range. For fALFF calculation, the sum of amplitudes
in the entire frequency band (0.01-0.25 Hz) was
needed. Thus, filter was not conducted for the fALFF

CoRR ADNI
Measure HC (n = 1310) Mean (SD) p-value HC (n = 25) Mean (SD) AD (n = 25) Mean (SD) p-value
Age (years) 25.47 (14.89) 0.42% 73.75 (4.9) 72.28 (6.98) 0.40*
Sex(M/F) 653/657 — 11/14 13/12 0.57°

Abbreviations: AD, Alzheimer’s disease; ADNI, Alzheimer’s Disease Neuroimaging Initiative; CoRR, Consortium for Reliability and Reproducibility; F, female;

HC, Healthy Controls; M, male.
“The p-value was obtained by Student’s -test.
The p-value was obtained by two-tailed Pearson chi-square t-test.
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calculation (Zou et al., 2008). PerAF was calculated by
the following formula (Jia et al., 2020):

YT 100%

1 n
PerAF = o Zi:1

where n is the number of time points in a single voxel
time series, x; is the signal intensity at the ith time point
on the single voxel time series and u is the signal mean of
the single voxel time series.

For standardization, the ALFF of each voxel was nor-
malized by dividing it by the average ALFF of the entire
brain. Similarly, fALFF and PerAF were also standard-
ized using the same approach. Then, mALFF, mfALFF
and mPerAF were obtained, respectively.

The Power 264 atlas was used to segment the brain
region into 264 regions of interest (ROIs) which were
used to extract metrics for mALFF, mfALFF and
mPerAF, respectively. Seven hundred and ninety-two
features were extracted from the CoRR data, of which
264 features were extracted from mALFF, 264 features
were extracted from mfALFF and 264 features were
extracted from mPerAF. The ADNI data also obtained
792 features with same compositions as these in the
CoRR dataset. Two feature matrices were obtained:
CoRR feature matrix and ADNI feature matrix, of
which the sizes were the number of subjects x 792 in
each dataset.

2.4 | Transfer learning
First, this study conducted preliminary screening of sub-
jects, selecting similar subjects from CoRR to find poten-
tial transferable components. According to the gender
bias of AD, the prevalence of AD is higher in females
than in males (Subramaniapillai et al., 2021). This study
calculated the mean signal of AD and HC separately,
with the dimension of the mean signal being 1 x 792.
The cosine distance between the mean signal of AD and
female subjects as well as that between the mean signal
of HC and male subjects in CoRR were measured. Cosine
distance only considers the similarity in direction of
values and is not affected by the magnitude of values, so
it is suitable for preliminary screening of subjects
(Kirisci, 2023). We selected a fixed number of female sub-
jects with the closest cosine distance to AD and a fixed
number of male subjects with the closest cosine distance
to HC. On this basis, a new CoRR feature matrix was
constructed.

Next, the screening of similar features was conducted
to further identify transferable parts and prepare for
transfer learning. The Earth mover’s distance (EMD) and

Sinkhorn combination algorithm were used to measure
the distance between two features with same location in
the new CoRR feature matrix and ADNI feature matrix
by using coupling matrices (Gautheron et al., 2019).
Then, a ranking of feature similarity was obtained, and a
fixed number of most similar features were selected by
employing the EMD and Sinkhorn combination algo-
rithms. Based on the new CoRR feature matrix, ADNI
similar feature matrix and CoRR similar feature matrix
were constructed.

Finally, in this study, transfer learning was con-
ducted using the DQN as the base model. The large-
sample CoRR similar feature matrix was used as the
source domain, and the small-sample ADNI similar fea-
ture matrix was used as the target domain. First, the
DQN classifier was pre-trained using the source domain
data. The parameters used during the learning process
of the pre-trained model can be found in the supple-
mentary material (Table S2 in the Supporting Informa-
tion). The pre-trained local and target network
parameters in the source domain DQN models were
transferred to the local and target network of the target
domain DQN model as the initial parameters. The tar-
get domain dataset was divided into a training set and
a test set in a ratio of 7:3. Transfer learning with DQN
was performed using the target domain training set.
Due to the limited number of subjects, leave-one-out
cross-validation was used for parameter tuning. When
there were 300 similar male subjects and 300 similar
female subjects in the source domain, as well as
170 similar features, the target domain DQN model
achieved good results, as shown in the results table in
the Supporting Information (Table S1). After parameter
tuning on the training set, the best set of parameters
was found, which was considered the optimal model.
The specific model parameters can be found in the tar-
get domain DQN model parameter table in the supple-
mentary materials (Table S3 in the Supporting
Information). To test the effectiveness of the optimal
model, the target domain test set was used for evalua-
tion. Permutation test was used in this study to evalu-
ate the statistical significance of prediction accuracy
(Golland & Fischl, 2003). The labels in the training and
test sets were randomly shuffled, and the shuffled train-
ing and test sets were trained and predicted using the
optimal parameter model obtained before. This process
was repeated 5000 times in total. The accuracy obtained
from the 5000 experimental runs was compared with
the original accuracy. The number of times that the
accuracy was greater than or equal to the original test
set accuracy was counted and divided by the total num-
ber of permutations. If the p-value is less than 0.05, the
original accuracy is considered significant (Zhao
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et al., 2022). The specific process of the transfer learn-
ing algorithm is shown in Figure 1.

2.5 | Classification with other
algorithms

We applied DQN, SVM, logistic regression (LR) and
Gaussian naive Bayes (GNB) for the classification of
AD in the ADNI dataset. Due to high dimensionality
of the small sample features, Lasso was used for

WILEYL—

feature selection. In the comparative algorithms, the
optimal parameters and classifier models were
obtained based on the leave-one-out cross-validation
results of the target domain training set. The optimal
classifier model was evaluated using the target domain
test set. In the SVM algorithm, a linear kernel func-
tion was used with a C parameter set to 0.1, and
31 features were selected. In the LR algorithm, L2 reg-
ularization was used with a regularization strength
parameter C set to 0.4, and 57 features were selected.
The GNB classifier selected 13 features. The model
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consortium for reliability and reproducibility; DQN, deep Q-network; HC, healthy controls; similar ADNI, ADNI similar feature matrix;

similar CoRR, CoRR similar feature matrix.
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TABLE 2 Comparison of results of different algorithms.
Method Similar subjects Similar features Accuracy (%) Recall (%) Precision (%) AUC
TL-DQN 300 x 2 170 86.66 83.33 83.33 0.87
DQN = = 60 66.66 50 0.62
SVM — — 73.33 66.66 66.66 0.83
LR = = 80 83.33 71.42 0.85
GNB — — 73.33 66.66 66.66 0.81

Abbreviations: AUC, area under the receiver operating characteristic curve; DQN, deep Q-network; GNB, Gaussian naive Bayes; LR, logistic regression; SVM,

support vector machine; TL-DQN, transfer learning with deep Q-network.

parameters for the DQN classifier can be found in
Table S4.

3 | RESULTS

3.1 | Demographic information

In the CoRR dataset, 45 subjects were excluded due to
missing structural magnetic resonance imaging; 59 sub-
jects were excluded due to poor normalization quality;
61 subjects were excluded due to excessive head motion
(translation or rotation greater than 3 mm or 3°), and
14 subjects were excluded because they were not right-
handed. Finally, a total of 1310 subjects were included in
this study, including 653 males and 657 females. In the
ADNI dataset, nine subjects were excluded due to origi-
nal data missing, two subjects were excluded due to
excessive head motion (translation or rotation greater
than 3 mm or 3°), two subjects were excluded due to
non-right-handedness, and 11 HC were excluded due
to advanced age and gender mismatch. Finally, 50 sub-
jects were included in the study, including 25 AD
patients and 25 HC (Table 1).

3.2 | Classification results of different
algorithms

Table 2 presents a comparison between the transferred
DQN classifier and other classifiers. We selected 300 x 2
similar subjects from CoRR and extracted the top 170 sim-
ilar features to construct the CoRR similar feature matrix
(600 x 170) and the ADNI similar feature matrix. After
transfer learning, the classification accuracy reached
86.66%. The recall rate was 83.33%. The precision was
83.33%. And the area under the receiver operating char-
acteristic (ROC) curve was 0.87. Table 2 demonstrates
that when the number of similar features was 170, trans-
fer learning with DQN performed better than other
methods. The table provides a comparison of the results

0.8

0.6

TPR

0.4

0.2

—— Gaussian Naive Bayes, AUC = 0.81
Logistic Regression, AUC = 0.85

—— Support Vector Machine, AUC = 0.83

—— DOQN transfer learning, AUC = 0.87

—— DOQN non-transfer learning, AUC = 0.63

0.0
00 02 04 06 08 10
FPR

FIGURE 2
for metrics from multiple classifiers. The image of ROC was

displayed using the Matplotlib toolkit in python. AUC, area under
the ROC curve; FPR, false positivity rate; TPR, true positivity rate.

Receiver operating characterization (ROC) curve

for classifying ADNI subjects directly using the DQN
classifier, showing significantly improved results after
transfer. The ROC curve in Figure 2 shows that the classi-
fier in this study outperformed other methods at the
point where the number of similar features was 170.
Figure 3 depicts the results of performing 5000
permutation tests, which further investigated whether
the prediction results were merely accidental. The calcu-
lated p-value was less than 0.01, indicating that the accu-
racy obtained from the real data was significantly higher
than that generated randomly.

4 | DISCUSSION

Studies on medical imaging usually have small sample
sizes. However, in machine learning, a small number of
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FIGURE 3 The results of performing 5000 permutation tests.

subjects can cause problems such as overfitting, leading
to biased machine learning (Vabalas et al., 2019). There-
fore, this study provided a reference framework that used
a medical image database with low similarity and trans-
fer learning to alleviate issues such as overfitting and
weak generalization ability. Based on the local brain
activities, the results showed that using transfer learning
with a DQN can successfully classify AD and HC with
the final classification accuracy of 86.66%, the recall rate
of 83.33%, the precision of 83.33% and the AUC of 0.87.

Firstly, many AD classification methods are limited to
the feature information of small samples. For example,
some scholars fused brain region information and genetic
information as features and use the method of clustering
random forest for AD classification (Bi et al., 2020). Some
researchers integrated cortical features to classify AD
(de Vos et al., 2016). Some researchers combined texture
features of brain imaging with clinical features to classify
AD (Altaf et al., 2018). The fusion of features can, to
some extent, alleviate the overfitting problem in small-
sample machine learning. However, the feature informa-
tion is also limited by the small sample size itself. Our
study utilized a large-sample CoRR dataset, which
allowed us to expand the scope beyond the limitations of
small-sample feature information.

Secondly, we applied a novel transfer learning
method based on DQN, which not only identified trans-
ferable parts in CoRR and ADNTI datasets but also utilized
adaptive deep reinforcement learning algorithms. Com-
pared with traditional methods such as SVM, the most
used classifier for small-sample medical imaging data
classification (LaConte et al., 2005; Steardo et al., 2020;
Wang et al.,, 2007), deep reinforcement learning algo-
rithms have stronger robustness and generalization

T Wiy

ability. They can effectively address the challenges posed
by small-sample problems when combined with transfer
learning. Compared to other deep models such as CNN
(Qureshi et al., 2019) and deep neural networks (DNN)
(Yang et al., 2020), the DQN model relies on rewards to
drive its learning process, and the learning is influenced
by the reward scores (Mnih et al., 2015). This approach
helps to mitigate issues arising from differences in label
information between the source and target domains. In
the CoRR and ADNI databases used in this study, the
labels are inconsistent and have low similarity. The trans-
fer learning method based on DQN can overcome these
issues and achieve higher accuracy.

The local indicators of resting-state brain imaging
have always been the focus of researchers. In previous
studies, researchers have used local metrics to conduct
extensive research on resting-state brain imaging (Chen
et al.,, 2022; Wu et al., 2021). In this study, we used a
combination of local indicators including ALFF, fALFF
and PerAF for the first time to study AD. The experimen-
tal results showed that the combination of the three local
metrics can serve as effective biomarkers in
identifying AD.

Local indicators can accurately locate specific brain
regions and identify distinctive characteristics of those
regions. In non-machine learning studies of AD, some
researchers found abnormalities in the ALFF indicator in
certain brain regions of AD patients (Lai et al., 2022),
while others discovered abnormalities in the fALFF indi-
cator in certain brain regions (Li et al., 2017). It can be
seen that previous research demonstrated that local indi-
cators in AD patients are abnormal in certain brain
regions and can be localized to specific areas. However,
in current machine learning research, only a few studies
used local indicators to investigate the classification of
AD patients. Some scholars used ALFF as a feature and
input it into an LR classifier for classification (de Vos
et al., 2018). Some scholars used both ALFF and ReHo as
features and input them into an SVM classifier for classi-
fication (Long et al., 2016). This study expanded the exist-
ing research by combining ALFF, fALFF and PerAF
indicators. The research results confirmed that the three
local indicators can serve as effective biomarkers to dif-
ferentiate between AD and HC.

The combination of transferring DQN and local indi-
cators can effectively differentiate between AD and HC,
bringing important exploratory significance to the clinical
diagnosis of AD. Currently, the use of machine learning
for automated diagnosis of AD is still in its early stage.
This study achieved good classification results and pro-
vided a preliminary exploration for automated diagnosis
of AD, which has positive implications for addressing the
growing need for clinical diagnostic of AD.
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5 | CONCLUSION

Our research preliminarily demonstrated that transfer
learning could successfully distinguish AD patients from
HC using local brain activity as features. This provides
important evidence for understanding the neuropathol-
ogy of AD and strongly supports the hypothesis that local
metrics have potential value in clinical diagnosis.
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